STEVENS INSTITUTE OF TECHNOLOGY

GARP RESEARCH FELLOWSHIP

FALL 2018

Wavelet-based Time Series Cluster
Analysis of Mortgage Risk

Author Supervisor
Dhananjay Salgaocar Dr. Dragos Bozdog
dsalgaoc@stevens.edu dbozdog@stevens.edu

STEVENS

INSTITUTE of TECHNOLOGY

June 13, 2019

Author Cell Phone: 201-539-0713
Author Address: 121 1/2 Cottage Street #2,
Jersey City, NJ - 07306



Abstract

In this paper, we implement the discrete wavelet transform (DWT) to cat-
egorize mortgages based on the payment history. The wavelet transform is
applied to the time series of payments to perform a multiresolution analysis.
The resulting wavelet coefficients are used to cluster loans into three rating
groups by using the various kMeans clustering methods. The first model pro-
posed uses the wavelet coefficients corresponding to each scale to cluster the
time series. The second model improves upon the first, by using an iterative
procedure derived from the i-kMeans model that uses the final centers from
clustering the higher scale coefficients to initialize the clustering for the next
level. The third model makes use of the energy decomposition of wavelet coef-
ticients to cluster the payment histories. It is seen that the k-Means algorithm
fails to converge at lower scales when random centers are used. The i-kMeans
algorithm addresses this problem by using cluster assignments from higher
levels to initialize the centroids for the k-Means algorithm applied to lower
level coefficients. The clusters are evaluated by observing the cluster assign-
ments at the time of default. The clusters formed by the i-kMeans algorithm
provide better separation than using individual-level coefficients while clus-
tering based on energy decomposition manages to group all the defaults in a

single cluster but has large numbers of false positives.
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1 Introduction

Owning a home is an essential part of the ” American Dream.” Mortgages are
debt instruments leveraged by home buyers to purchase property. If the borrower
is not able to fulfill their obligations the lender can seize the property and liquidate
it to clear the debt. As of the third quarter of 2018, the outstanding mortgage
debt in the United States stood at 15.27 trillion dollars, of which one-to-four family
residences hold 10.8 trillion. Approximately 64% of American homeowners have
obtained a mortgage

Before entering a mortgage agreement lenders evaluate the creditworthiness
of the borrowers to decide on the terms for the mortgage, or whether they should
even lend the money or not. The evaluations are generally used to measure the
ability of the borrower to pay back the loan. Lenders usually rely on the borrower’s
FICO score, debt-to-income ratio (DTI), proof of satisfactory income, employment,
assets and what fraction of the home value they are willing to pay upfront.

Mortgages can vary based on the agreed-upon payment structure. Tradi-
tional mortgages are usually fixed-rate mortgages (FRM), where the monthly pay-
ments do not change in value throughout the mortgage. Most mortgages have a 15
or 30-year term. Another type of mortgage is the adjustable rate mortgage (ARM)
where the interest rate charged changes over the mortgage term. The rate charged
is usually tied to market interest rates. These mortgages may also have lower initial
interest rates, making them more enticing to borrowers. Other types of mortgages
include interest-only mortgages, balloon mortgages, and reverse mortgages.

Government Sponsored Entities(GSE) such as the Government National Mort-
gage Association (Ginnie Mae), the Federal Home Loan Mortgage Corporation
(Freddie Mac) and Federal National Mortgage Association (Fannie Mae) foster
mortgage lending by securitizing loans and selling these Mortgage Backed Se-
curities (MBS) to investors. The creation of such instruments enables lenders to
transfer the risk associated with mortgage lending to the buyers of these products,

while also raising capital to finance more homeowners.

1.1 Objective

The probability of default is an estimate of the likelihood that a borrower

may not be able to fulfill their financial obligations. Borrower and loan specific
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variables are evaluated to determine the probability of default for a mortgage.
While this information is available at the time of loan origination, it is likely to
change over the duration of the mortgage. This information is usually updated
irregularly and may not always reflect the borrower’s creditworthiness.

The choice of a time series representation plays a significant role in obtaining
an efficient and accurate model. Time series data poses many challenges for data
mining due to the large size of data and high dimensionality. A large volume of
data significantly increases the time taken to access data and perform analysis.
Time series data mining may also suffer from the high dimensionality curse [1]
that results in problems when using some distance measures. Time series data
also exhibits different behavior when observed at different frequencies.

In this paper, it is hypothesized that similarities in the repayment patterns
of mortgage loans may be used to develop a risk-rating model. In order to iden-
tify these similarities clustering models can be implemented. Since the data is
observed monthly, time series clustering methods are suitable. The second part
of the hypothesis is to test whether the Discrete Wavelet Transform can be used
effectively to transform the time series data and solve issues related to the size,

dimensionality and hierarchical nature of the data.

1.2 Research Approach

A literature review was conducted on current research in mortgage default.
It is seen that most of the research is focused on borrower and loan specific vari-
ables. The use of the discrete wavelet transform for the statistical analysis of time
series was also studied with a particular focus on clustering methods.

The Fannie Mae Single-Family Performance Data contains acquisition and
performance data of a sample of mortgages on their books. A sample of loans was
selected from the first quarter of 2011 to test the models.

Various wavelet-based models were used to cluster the time series. Since
the discrete wavelet transform provides a time and frequency resolution of the
input signal the coefficients are divided at corresponding frequencies. The energy
preservation property of the wavelet transform was also leveraged. The models
are applied over a rolling window of the payment histories.

The cluster assignments provided by the models were evaluated by aggre-



gating the cluster number just before the loan being foreclosed. The fraction of
defaulted loans present in each cluster also offers insight into the general behavior

of the cluster members.

1.3 Organization and Structure

Section 1 has presented the motivation behind this research and the pro-
posed solution. The use of payment histories and the discrete wavelet transform
for the transformation of time series has been suggested.

Section 2 will provide a review of relevant literature in mortgage research.
The discrete wavelet transform will also be explained along with it’s contributions
to economic research. Following that, an introduction to time series clustering is
described along with the k-Means algorithm. Examples of the use of wavelets in
time series clustering are provided.

Section 3 describes the data set, processing of data, the general framework
for the analysis and the models to be implemented. The models are divided ac-
cording to the use of wavelet coefficients and their properties. First individual
scale wavelet coefficients will be used to cluster mortgages, followed by an itera-
tive procedure. The last type of method will make use of the energy decomposition
of wavelet coefficients.

Section 4 is a collection of the results of the clustering models as well as a
quantitative comparison of the outcomes of implemented methods.

Section 5 will summarize the paper and give suggestions on how the find-

ings can be extended.



2 Literature Review

Since the 2008 Global Financial Crisis, much research has been done to an-
alyze the creditworthiness of mortgages. Morrow [19] studies the effects of loan
and borrower characteristics on the probability of default. The loans selected orig-
inated in 2006 and were studied up to 2012 with default being defined as being
180-days delinquent. The analysis includes logistic regression to infer the relation-
ships between the variables and principal component analysis to determine which
variables are most influential in mortgage default. They find that the interest rate
charged and the loan amount is the most relevant variables and that all the other
variables show the expected relationships with the probability of default.

While Morrow [19] studied variables that are recorded only at origination
Ponomareva [22] introduces the idea that loans move through various creditwor-
thiness profiles over their lifespan. Their study tests the accuracy of 4 multi-
classification models: a basic baseline model, a deep neural network, a one dimen-
sional LTSM recurrent neural network, and a one dimensional convolutional neu-
ral network. The models are evaluated on their ability to predict the delinquency
status of loans 12 months into the future dependent on the payment history over
the last year and origination variables. The study concludes that the other models
show an improvement over the baseline model.

The notion of dynamically evaluating loans is extended by Sealand [25]. The
study addresses default as a classification problem defining the dependent vari-
able to indicate whether a loan will default over the next 12 months. Multiple
models are trained on loan origination and performance data over a calendar year.
Social, economic and financial variables are also involved in the subset of indepen-
dent variables. The models are evaluated across multiple performance measures
to check whether they can predict that a loan will default in future calendar years.
Of the 15 models tested Boosting classifiers showed the best performance. When
combining the predictions from multiple models, it was shown that ensemble de-
cision trees were the most accurate models. It is interesting to note that when knn
classifiers are optimized, they show a significant jump in accuracy. On average
the models trained on the years from 2006 to 2016 proved suitable to predict de-
fault over the next two years after which the accuracy declined below the required
threshold.



Another model that involves a dynamic approach to studying mortgage de-
fault available in Campbell and Cocco [5]. They propose studying the impact of
macroeconomic variables such as labor income, house prices, inflation and interest
rates to assert that mortgage default is triggered by negative home equity. They
conclude that negative home equity plays a more significant role in the probabil-
ity that loans with a higher Loan-to-Value ratio. They also show that interest rates
affect both FRM and ARM loans while interest-only loans are least affected by neg-
ative home equity.

Foster and Van Order [8] proposed modeling a mortgage as a put option
where mortgage default is treated as exercising the option. The borrower would
trigger default when there is significant negative home equity but would have to
overcome transaction costs. Elul et al. [6] extend upon this by defining borrowers
with high credit utilization as illiquid. They then conclude that a combination of
illiquidity and negative home equity lead to triggering a default, especially when
the loans have higher Combined Loan-to-Value (CLTV) ratios.

2.1 Discrete Wavelet Transform

The Discrete Wavelet Transform is a mathematical tool that provides a time
and frequency decomposition of an input signal or time series. It has found multi-
ple uses in signal processing[23], image compression[15] and also biomedical data
anslysis[26]. The DWT extracts time and frequency localized coefficients from an
input signal or function that form its wavelet decomposition. An interesting prop-
erty of the transform is that it preserves the energy of the time series. As a result
of this the coefficients can be used to reconstruct the original signal. Another ad-
vantage of the DWT is that it can be used to detect anomalies in the signal. This is
a result of its time localization property.

In order to understand the discrete wavelet transform it is first important
to understand the concept of wavelets. A wavelet is essentially a small wave that
grows and decays over a limited period of time. Mathematically, it is a real-valued
function ¥(.) that satisfies the following properties[21].

e The integral over [—x, 0] is zero:

Jjo Y(u)du =0
5



e The integral of the square of the wavelet is 1:
0
f W(u)du =1
—0o0

The simplest wavelet is the Haar wavelet that is defined as follows:

1 O<u
pu)y=< -1 I<u

0  otherwise
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15

1.0

0.5

05

-1.0

-1.5

05 0.0 0.5 1.0 15

Figure 1: Haar Wavelet

Wavelets such as the Haar wavelet are used as the basis functions in wavelet
transforms. While the use of wavelets allows us to capture localized changes in the
time series a scaling function ¢(u) is used to capture the broad approximation of
the input function.

The Haar scaling function is given by:

$(u) =

1, O<u<l1
0, otherwise
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By scaling and translating the scaling and wavelet functions we form an

orthonormal basis for the Hilbert space(#)
i
Pjk(t) = 2292t — k)

Pix(t) = 28p(2t — k)

where j is the scaling term while k is the translating term.
Any function f € H can be represented as

2/0—1 w 2-1
FB) =3 Coaiok(t)+ D5 > digpju(t)
k=0 j=jo k=0

where jo > 0. The coefficients ¢ and d; are called the scale and wavelet coeffi-
cients respectively.

Mallat [17] provides a fast algorithm to compute the multiresolution analy-
sis of an input signal with length N where N = 2/ and | € Z.

—12-

f](t)—CO¢OO Z Zd]kqjjk

j=jo k=0

The set d; represents the set of wavelet coefficients at the scale j

When using the Haar wavelet to obtain the wavelet transform, Mallat [18]
showed that it is equivalent to calculating pairwise averages and differences. As-
suming we have a time series S whose length N is of the order 2/ where j is some
positive integer. The pairwise averages are (S, + Sz,—1)/2 and differences are
(S2n — San—1)/2. For example:

Haar Wavelet Decomposition
Level Averages Differences
S (53,75,25,43,52,28,35,26)
1 (64,34, 40,30.5) (11,9,-12,—-4.5)
2 (49,35.25) (—15,—4.75)
3 (42.125) (—6.875)

Table 1: Haar Wavelet Decomposition

There has been a significant increase in the use of the discrete wavelet trans-
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form in the analysis of financial time series. Gallegati [9] makes use of the fre-
quency decomposition to show that stock returns lead economic activity at higher
scales(lower frequencies). They indicate that wavelets have the potential to ana-
lyze relationships between processes that operate on different time scales.

In order to understand the causal relationship over time and scale between
interest rates and stock prices in the Indian economy, Tiwari [27] made use of the
multiresolution property of the wavelet transform. They were able to conclude
that there was a causal and reverse causal relationship between the two variables
at different time scales.

Hsieh et al. [11] makes use of the DWT to filter noise from the time series of
stock prices. They integrate the wavelet transform and a recurrent neural network
that uses fundamental and technical indicators to predict stock prices and develop
a profitable trading strategy:.

The use of wavelet analysis in mortgages is seen in Gonzélez-Concepcién
etal. [10]. They make use of the frequency decomposition to study the relationship
between the fraction of homeowners that have taken a mortgage and the gross
domestic product in Spain. The wavelet analysis enabled them to show that the
mortgage rate is positively correlated at lower scales(higher frequency) and leads
the GDP while exhibiting a negative correlation at higher scales(lower frequency)
with the GDP leading.

The Maximal Overlap Discrete Wavelet Transform(MODWT) is a modified
version of the DWT. The MODWT can be directly derived from the DWT. It also
allows for a multiresolution analysis. The MODWT also allows for signals of any

length. The scaling and wavelet filters are defined as[21]:
Bii(t) = j(t)/21

Fi(t) = 1(1)/2)/
where L is the length of the filter and I = 1,2,..., L. The scaling and wavelet

coefficients are calculated in a similar fashion to the DWT by convoluting the filter
and time series X = {X;,t =0,1,2....N — 1}.
We first define L; = (27 = 1)(L — 1) + 1. The matrices of scaling and wavelet

coefficients can be calculated as follows.
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The MODWT also preserves the energy of the signal.

2.2 Time Series Clustering

A time series is a sequence of values of some variable observed at various
instances of time. Examples of time series are stock price data, daily temperature
data and even medical data such as electrocardiograms. Generally, there are two
kinds of methods applied to such data. Time series analysis is used to derive in-
formation from observed temporal data while time series forecasting is used to
predict future values.

Clustering is a type of unsupervised statistical learning that involved col-
lecting data that exhibit similar characteristics into groups called clusters. The
most popular clustering methods are Hierarchical or Centroid-based. Hierarchical
models rely on either a top-down or bottom-up approach to form a tree structure
based on the distance between individual data points. In contrast to this, centroid-
based models initialize a set of centroids that group the data effectively based on
some distance measure.

One of the most popular centroid-based clustering algorithms is the k-Means
algorithm[16]. The first step of the model is the selection of k which is the number
of clusters. After this k centroids are initialized, either randomly or using known
values. The distance of the data points from these centroids is determined using a
suitable distance measure. The data points are assigned to the cluster represented
by the centroid closest to them. After this, the centroids are recalculated by tak-
ing the mean of the data points in each cluster, and the process is repeated till a
predefined number of iterations is reached, or the cluster assignments between it-
erations do not change. Since k-Means must converge to an optimum solution and
that the convergence could be to a local rather than a global solution, the choice of

initial clusters is highly influential.



Clustering time series data imposes many challenges due to the large size
of time series data, high dimensionality, and difficulty in selecting a suitable simi-
larity or dissimilarity measure. A variety of methods have been used to overcome
these challenges. Examples of these methods are Dynamic Time Warping(DTW)[4],
Correlation-based distances [15] and Euclidean distance [7].

The use of the Discrete Wavelet transform overcomes many of the difficul-
ties in time series clustering. The wavelet coefficients can be used to reduce the
size of the data. Santoso et al. [24] makes use of the transform by calculating a
practical threshold level and only considering wavelet coefficients that are above
the threshold. Lang et al. [14] uses the DWT as a noise filtering technique, also
by thresholding the wavelet coefficients. By closely monitoring the coefficients at
each scale Wang [28] describes a method to observe large jumps in simulated as

well as real stock prices.
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3 Data and Methodology

3.1 Fannie Mae Single-Family Loan Performance Data

The Fannie Mae Single-Family Loan Performance Data contains acquisition
and performance data of housing loans acquired by Fannie Mae from the year 2000
onward. The loans are fully amortizing, single family and only fixed-rate. The data
is available in the form of 2 text files that represent acquisition and performance
loans for each quarter. For this project data from the first quarter of 2011 will be
used.

The acquisition file contains information about the origination of the loan.
Some interesting variables in this file are the borrower credit score which is the
FICO score reported by various credit bureaus, Original Loan to Value ratio (OLTV)
that represents how much money the borrower put down on the mortgage. An
OLTV of 100% means that the borrower did not put any money down. The Debt-
to-Income ratio (DTI) represents a ratio of the borrower’s monthly credit payments
to their income. The file also has a variable that contains the annual interest rate
charged. The rate remains constant over the term of the mortgage as only fixed-

rate mortgages are included.

Density Plot of Interest Rate Density Plot of Credit Scores
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Figure 2: Distribution of variables in dataset

The performance file contains a monthly record of the loan’s payment his-

tory and any other events that may have affected the status of the loan. In addition
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to the monthly delinquency status, this file also contains the updated unpaid bal-
ance, loan age, and information about various credit events. Variables that describe
the dates and costs associated with credit events such as prepayment, foreclosure,
and modification are present in this file. Only the delinquency status sequences
will be used in this study.

3.2 Data Processing

The dataset is available in the form of pipe delimited text files that were
downloaded from the website. Each quarter was processed individually in R. Ac-
quisition and performance data were combined to create a combined data set that
reflects the latest available information such as the latest unpaid balance, the cur-
rent status of the loan and if the loan is current, the delinquency status if the bor-
rower has any late payments. The combined data set can be used to effectively
filter loans that match specific criteria as the data contains a combination of acqui-
sition and performance data. Each loan has a unique Loan ID that serves as the
primary key across the tables.

A MySQL database containing loans that originated in the first quarter of
2000 until the third quarter of 2017 was designed. Each quarter has an acquisition,
performance and combined table. The data was stored on a MySQL Server created
on an Ubuntu Virtual Machine.

3.3 General Framework

The R programming environment was used to implement all the models
described in this thesis. It provides a flexible framework as it supports various
types of data and has a vast library of packages available. The 'RMySQL’ package
was used to interface with the MySQL database created to house the data. The
package provides an easy pipeline to import data directly to an R data frame object.
The 'wavelets” package was used to compute wavelet transforms. It also contains
a library of wavelet filters that make it more versatile.

Performance data for loans that originated in the first quarter of 2011 is to
be used. Only loans that are current or have defaulted will be considered for the
models implemented. At the very minimum 84 months of performance data are

available. As the discrete wavelet transform is limited to working with sequences
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of length 2" a rolling window of 32 months will be considered. While it is possible
to evaluate time series of any length using the MODWT, in order to compare the
methods the same window will be chosen. The clusters can be evaluated by check-
ing what fraction of loans belonging to the cluster when default was imminent.
The models to be evaluated have been described below.

It is important to note that loans that have defaulted do not have any records
after foreclosure occurs. It is also seen that loans have an increasing delinquency
status up to the point of foreclosure. In order to preserve these loans in the rolling

window, the delinquency status variable is incremented by one every month.

3.4 Clustering DWT Coefficients

The Discrete Wavelet transform has many advantages for time series analy-
sis. It is effective in data reduction, noise reduction, and multi-resolution analysis.
The method described here takes advantage of the independence of coefficients
belonging to different scale resolutions. The different scales can be used to observe
hidden patterns that may exist in the evolution of mortgage delinquency. Use of
this property has been demonstrated in [26] and [12]. Another advantage of the
wavelet transform is that it does not assume the time series to be stationary.

Since the rolling window we are considering is 32 observations in length
wavelet coefficients can be obtained at five different scales. The number of coeffi-
cients is halved at each level as the frequency is decreased. Each set of coefficients
can be used for clustering to identify similarities in the payment patterns. In this
model, K-Means clustering is carried out individually at each level of the wavelet
decomposition. The Euclidean distance measure is used. The model is also ex-
tended using MODWT coefficients.

3.5 Modified I-kmeans algorithm

The I-kMeans algorithm [13] is an anytime algorithm for clustering time
series data. The algorithm performs an initial random-centered clustering using
the wavelet coefficients at the lower frequency decomposition of the signal. The
centers from this initial clustering are projected at the finer level approximations
and used as initial centers for clustering at these levels. The algorithm is repeated

till the highest level is reached, or the cluster assignments remain constant between
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the levels. The algorithm has been shown to reduce the run time of each level of
clustering as the choice of initial centers leads to faster convergence of the k-means
algorithm. It also results in a better quality of clustering.

In the original algorithm, the centers were projected between levels by du-
plicating them. The algorithm is modified by retaining the original cluster assign-
ment and averaging the wavelet coefficients at the lower level. The averages are
then used as initial centers at the new level, and clustering is performed. The al-
gorithm terminates if cluster assignments do not change or if the highest level is
reached.

input : The number of clusters k, Time Series data of length | = 2"

output: Cluster assignments for individual time series in data

1i<—n—1

2 while i > 1 or Clusters do not change do

3 Coefficients < DWT (data,i) ; // Returns DWT coefficients at scale
i

4 ifi == n —1 then

5 Clusters < k-Means (Coef f,rand) ; // Performs k-Means with
random centers

6 else

7 Centers < Avg (DWT (Clusters, i) );

8 Clusters < k-Means (Coefficients, Centers) ; // Performs k-Means

with initial centers

9 end
10 i«—i—1;
11 end

Algorithm 1: Modified i-kMeans

3.6 Energy Based Clustering

Since feature extraction is a necessity when performing time series analysis
the model proposed in [3] makes use of the energy decomposition of the discrete

wavelet transform. Parseval [20] states that the integral of the square of the signal

14



is equal to the squared sum of its transform

—12-

f\f (1)|2dt = Zc]k+2 Zd

j=jo k=0

From this, a vector of energy contributions is constructed by studying the absolute
and relative contributions of scales to the global energy. The absolute contribution

of a scale j is given by

2/-1

abs] Z d

while the relative contribution is calculated by

abs]

rel; =
! Z] o abs;

It is seen that the approximation coefficients cg are left out of the contri-
butions. The distribution of relative contributions can be used for distance based

clustering as the sum of coefficients sums to 1.
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4 Results

In this section, the results of applying the clustering methods described in
the last chapter are discussed. The chapter is divided based on the type of feature
extraction used for clustering. The first subsection discusses the use of separate
frequency resolutions of the DWT and MODWT coefficients. The next subsection
evaluates the i-kMeans algorithm that also made use of the DWT and MODWT
followed by the results of clustering using the energy decomposition of the DWT
coefficients. Lastly, the results are summarized.

The data set used for clustering was a sample of The Fannie Mae Single-
Family Loan Performance Data. Twenty samples of five hundred loans each were
used to implement the models described in the previous chapter. Each sample
contained four hundred current loans and one hundred loans that default.

We define ”at-risk” loans as loans that are one month away from default. As
described in the previous chapter we have used a rolling window that clusters the
loans based on thirty two observations of the time series. The results are presented
by creating a distribution of cluster assignments of at-risk loans. In addition, we
define the precision of the clusters as the ratio of defaulted loans assigned to the
cluster to the number of loans in the cluster.

4.1 Clustering DWT Coefficients

The models that clustered loans based on the individual scale coefficients
are evaluated in this section. At the fourth level (lowest frequency) we obtain 2
wavelet coefficients for each loan. The frequency associated with these coefficients
is 16 observations of the time series. It is seen in Figure 3 that there is very little
separation between clusters one and two. Cluster two also has a high variance in

precision.
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Figure 3: Distribution of At-risk Loans and Cluster Precision: DWT Level 4

When level 3 coefficients were used to cluster the loans it is observed that

cluster one has a lower proportion of at-risk loans. Cluster three captures a higher

proportion of such loans when compared to the level four coefficients and also

provides better precision.
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Figure 4: Distribution of At-risk Loans and Cluster Precision: DWT Level 3

Figure 5 shows the use of the level 2 coefficients for clustering. Almost all the



loans in cluster three default. There is not much difference between the capture of
at-risk loans in clusters one and two. Itis also worth noting that the k-Means model
did not always converge when using these coefficients. Since each coefficient at

this level approximates four observations of the time series we have eight such

coefficients.
Proportion of at-risk loans Precision of Clusters
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Figure 5: Distribution of At-risk Loans and Cluster Precision: DWT Level 2
At the first level of wavelet coefficients, each coefficient encompasses 2 con-

secutive observations of the time series. The results are similar to the level two
coefficients. The k-Means did not always converge at this level either.
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Figure 6: Distribution of At-risk Loans and Cluster Precision: DWT Level 1

When using MODWT coefficients for clustering it is observed that there is

very little separation between the clusters when evaluated for capturing at-risk

loans. The distribution of precision shows a similar results to the use of DWT

coefficients.

Proportion of at-risk loans

1.0

oe

0.6
1

0.4
I

0.0
L

Cluster Number

1.0

oe

06

04

02

0.0

Precision of Clusters

Cluster Number

Figure 7: Distribution of At-risk Loans and Cluster Precision: MODWT Level 4

The use of level 3 coefficients does show a slight improvement in capturing



loans that are on the verge of default. However the MOWDT coefficients do not
have any benefit over the DWT coefficients.

Proportion of at-risk loans Precision of Clusters

1.0
1.0

o8
o8

06
06

S I e— = o -
o H H o
o
o
=1 =1 L
(=T (=T
T T T T
1 2 3 1 2 3
Cluster Number Cluster Number

Figure 8: Distribution of At-risk Loans and Cluster Precision: MODWT Level 3

When using the MODWT coefficients at levels 1 and 2 the k-Means algo-
rithm did not converge for a majority of the samples.

4.2 Modified I-kMeans algorithm

In this section the results of clustering using the i-kMeans algorithm are
described. The algorithm was implemented using DWT as well as MODWT coef-
ticients.

The use of DWT coefficients for the i-kMeans algorithm results in clusters
similar to those of clustering with the level 1 coefficients. Cluster 3 captures ap-
proximately 60% of the loans that are near default. It is observed that when the
centers or k-Means are randomly initialized, the convergence of clustering with
level 1 coefficients requires more iterations than compared to the level 1 clustering
in the i-kMeans algorithm.
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Figure 9: Distribution of At-risk Loans and Cluster Precision: DWT i-Kmeans

When using MODWT coefficients in the i-kMeans algorithm, the clusters

capture the at-risk loans more evenly. The i-kMeans algorithm also results in con-
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vergence of clustering for level 1 & 2 coefficients of the MODWT.
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Figure 10: Distribution of At-risk Loans and Cluster Precision: MODWT i-Kmeans
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4.3 Energy Based Clustering

In this section results of clustering loans based on their energy decomposi-
tion are discussed. The clustering is first tried using 3 clusters and also with k = 2.

When the loans are grouped in 3 clusters it is seen that the third cluster
captures almost all of the loans that are on the verge of defaulting. Clusters 1 does
not capture any. The ratio of defaults to loans clustered is also very high for cluster
3 while being close to 0 for the others.
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Figure 11: Distribution of At-risk Loans and Cluster Precision: Energy Distribution
withk =3

Based off the results of clustering with k = 3, when the number of clusters is
set to 2 we get one cluster that captures all the at-risk loans. However we get two

clusters that are of almost of equal size which results in very low precision.
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Figure 12: Distribution of At-risk Loans and Cluster Precision: Energy Distribution
withk =2

4.4 Results Summary

In this section the results from each model are summarized. The clustering
has been evaluated by observing the proportion of loans that are grouped together
just before they are foreclosed on and also by checking what proportion of loans
in each cluster have actually defaulted. Table 2 shows the aggregation of cluster
assignments prior to default as a proportion of the total number of loans that de-
fault.

It was seen in the previous section that the energy based clustering method
captured most of the at-risk loans in a single cluster. When the number of clusters
is reduced from 3 to 2, all the loans with imminent default are in a single cluster.
Table 2 confirms these results. The clusters with the most at-risk loans contained
92% and 100% of the loans that were about to go into default.
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Mean Standard Deviation

Model Cluster 1 | Cluster 2 | Cluster 3 | Cluster 1 | Cluster 2 | Cluster 3
DWT4 0.1234 0.2452 0.6313 0.0516 0.0666 0.0721
DWT3 0.0659 0.2667 0.6674 0.0634 0.0630 0.0877
DWT2 0.0670 0.2363 0.6967 0.0352 0.0400 0.0555
DWT1 0.0693 0.2657 0.6650 0.0376 0.0586 0.0688
MODWT4 0.2340 0.2944 0.4717 0.0350 0.0441 0.0691
MODWT3 0.2016 0.2856 0.5128 0.0555 0.0665 0.0862
DWT i-kMeans 0.1121 0.2765 0.6114 0.0561 0.0761 0.1141
MODWT i-kMeans | 0.1863 0.2603 0.5534 0.0505 0.0519 0.0859
Energy k=3 0.0000 0.0422 0.9578 0.0000 0.0236 0.0236
Energy k=2 0.0145 0.9855 NA 0.0154 0.0154 NA

Table 2: At-risk Loan Distribution Statistics

Since the models are applied over a rolling window the precision of models
is observed over time. Table 3 summarizes the mean and standard deviation of

each cluster’s precision.

Mean Standard Deviation

Model Cluster 1 | Cluster 2 | Cluster 3 | Cluster 1 | Cluster 2 | Cluster 3
DWT4 0.0015 0.4922 0.8849 0.0009 0.2225 0.0498
DWT3 0.0007 0.5135 0.8921 0.0007 0.1251 0.0369
DWT2 0.0006 0.5682 0.8913 0.0005 0.0611 0.0347
DWT1 0.0007 0.5169 0.8973 0.0004 0.0692 0.0357
MODWT4 0.0038 0.5475 0.8927 0.0017 0.1535 0.0290
MODWT3 0.0024 0.4868 0.8867 0.0020 0.2432 0.0400
DWT i-kMeans 0.0048 0.4946 0.8668 0.0111 0.1257 0.0662
MODWT i-kMeans | 0.0028 0.5374 0.8966 0.0023 0.1536 0.0286
Energy k=3 0.0000 0.0008 0.7272 0.0000 0.0005 0.0351
Energy k=2 0.0001 0.5750 NA 0.0001 0.2053 NA

Table 3: Precision Statistics

When comparing the methods according to at-risk loan captures it is seen
that the energy based clustering methods perform better than those based on the
wavelet coefficients. However, the methods based on wavelet coefficients have a

better precision.
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5 Conclusion

51 Summary

In this paper, the idea that loans can be categorized into various risk levels
based on their payment histories is tested. As it is possible to find similarities in
payment patterns using clustering, k-Means clustering is implemented. The algo-
rithms are tested on twenty samples of 500 loans that originated in the first quar-
ter of 2011 from the Fannie Mae Single-Family Loan Performance Data. The loans
were clustered into 3 clusters that could represent risk levels. This is demonstrated
by using the results of the analysis to show that the clusters generally contained
different ratios of loans that go into default. It is also seen that it can form clusters
that contain loans that are about to default.

The use of the Discrete Wavelet Transform for feature extraction is also im-
plemented. Three models that make use of individual-level wavelet coefficients,
the entire transform, and the energy distribution between the levels of coefficients,
are used to cluster the time series of loans. It is concluded that the modified i-
kMeans algorithm ensures convergence of the clustering algorithm at lower levels
of the wavelet transform coefficients. The energy decomposition performs well
when used to group together loans that are on the verge of going into default.

An interesting result is that the clusters formed by the level 3 coefficients
display the highest variance between the number of loans captured by the clusters
when default was imminent. The ratio of defaulted loans in the third cluster was
also on the higher side. This could indicate a relationship between default and the
evaluation of loans at a frequency of 4 observations.

While the Maximal Overlap Discrete Wavelet Transform has proven to be
useful in the analysis of time series[2], it does not have benefits for this application.
All the models that incorporated the MODWT showed lower variance between the
capture of loans about to default as well as a lower ratio of defaulted loans in the

higher risk clusters.

5.2 Contributions

The main goal of this paper was to develop a framework that categorized

loans based on how likely they were to default. Several wavelet-based cluster-
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ing methods were evaluated on a proposed performance measure. While wavelet
methods have been used in finance, their applications on housing loans have not
been tested.

Two unique methods of using wavelet coefficients for statistical analysis
have been implemented. The first is an iterative procedure that makes use of the
coarser approximations to make clustering algorithms faster and more reliable.
The other takes advantage of the energy retention property of wavelet transforms
to generate features that can be used in all types of statistical learning.

Although the use of the MODWT has been shown to have an advantage
over the DWT as it can be used on signals of any length, it has not proven to have

any advantage for the categorization of housing loans.

5.3 Future Work

As estimating the probability of default may be the eventual goal of research
in this field the applications of the DWT to time series classification could also
prove useful. The energy distribution could be used to create a set of features for
this. Since the output of classification algorithms can be interpreted as a probabil-
ity, it can be used to evaluate the risk factor associated with default.

The ratio of loans that have defaulted in a cluster to the size of a cluster can
be interpreted as a probability of default given that a loan is assigned that cluster.
Such a system is similar to Hidden Markov Models (HMMs) that make use of state
probabilities and emission probabilities. The cluster assignments can be used as
the hidden states, and the other probabilities can be calculated.

These models can also be extended by making use of the origination vari-
ables. The initialization of cluster centers could incorporate these variables. Al-
though updated borrower and loan characteristics are not available in this particu-

lar data set, if provided they could be important features for the risk-rating system.
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